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Abstract

If the 2020 surge in working from home became permanent, how would the distribution of jobs and residents within and across U.S. cities change? To study this question, we build a quantitative spatial equilibrium model of job and residence choice with commuting frictions between 4,502 sub-metropolitan locations in the contiguous U.S. A novel feature of our model is the heterogeneity of workers in the fraction of time they work on-site: some workers commute daily, some always work at home, while others alternate between working on-site and remotely. In a counterfactual where remote work becomes more common, residents move from central to peripheral areas within cities, and from large coastal to small interior cities, on average. The reallocation of jobs is less monotonic, with increases both in peripheral locations and in the highest-productivity metropolises. Agglomeration externalities from in-person interactions are crucial for welfare effects. If telecommuters keep contributing to productivity as if they worked on-site, better job market access drives considerable welfare gains, even for those who continue to commute. But if productivity declines in response to the reduction in face-to-face interactions, wages fall and most workers are worse off.
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1 Introduction

Perhaps no event in recent history has as much potential to utterly transform the urban landscape as the surge in working from home that has occurred in 2020 following the Covid-19 pandemic. Years of steady technical progress have increased the feasibility of remote arrangements.\(^1\) Now, in one fell swoop, one-third of the workforce has made a forced investment in the skills and equipment needed to work out of their homes.\(^2\) Survey after survey of managers and the workers themselves indicate the likelihood that some of the increase in remote work will become permanent and will have sizable effects on location choices of workers.\(^3\)

How would the internal structure of American cities change if the tether of commuting is cut loose for a large section of the work force? Will downtown districts be left empty, as telecommuting office workers decamp for the suburbs? And what shifts might occur across cities? Is the era of the big cities over?

In this paper we build a quantitative model of job and residence choice to address these questions. Workers compare wages, property prices, local amenities, and commuting times between 4,502 urban, suburban and rural locations in the contiguous United States. They choose one place to live and one place to work. Residential and employment density in each location endogenously determines local amenities and productivity, respectively, via agglomeration externalities. In addition to on-site workers there are telecommuters, who are also divided into groups. Some visit the office four times a week, others three times, and still others two times, or one time, or never. The less they need to visit the office, the less constrained they are in their choice of the house-job pair. Zero-time-a-weekers are able to live and work on opposite sides of the country.

Recent research by Barrero, Bloom, and Davis (2020) suggests that the fraction of workers who come to work daily will fall from 90% pre-Covid to 73% after the pandemic,\(^4\) Mas and Pallais (2020) provides an overview of the current state of research into remote work. Bloom, Liang, Roberts, and Ying (2015) present experimental evidence that telework increases employee work satisfaction without necessarily reducing their productivity, while another experiment by Mas and Pallais (2017) finds that, on average, workers are willing to give up 8% of wages for the option to work from home.\(^5\) A survey by Brynjolfsson, Horton, Ozimek, Rock, Sharma, and TuYe (2020) finds that in early May 2020, 35.2% of workers who commuted before Covid-19 were working from home.\(^6\) A May 2020 survey by Barrero, Bloom, and Davis (2020) finds that 16.6% of paid work days will be done from home after the pandemic ends, compared to 5.5% in 2019. Results of a survey by Bartik, Cullen, Glaeser, Luca, and Stanton (2020) also indicate that remote work will be much more common after the pandemic. These projections are supported by the findings of Dingel and Neiman (2020) who estimate that as many as 37% of U.S. jobs can feasibly be done at home. Indeed, some companies (e.g., Facebook and Twitter) announced that many of their employees could keep working from home after Covid-19. Moreover, according to a study by Upwork in October 2020, 2% of survey participants had already moved residences because of the ability to work at home and another 6% planned to do so. Of those who still planned to migrate, 40% would move more than 4 hours away from their current location (Ozimek, 2020).

\(^{1}\)Mas and Pallais (2020) provides an overview of the current state of research into remote work. Bloom, Liang, Roberts, and Ying (2015) present experimental evidence that telework increases employee work satisfaction without necessarily reducing their productivity, while another experiment by Mas and Pallais (2017) finds that, on average, workers are willing to give up 8% of wages for the option to work from home.

\(^{2}\)A survey by Brynjolfsson, Horton, Ozimek, Rock, Sharma, and TuYe (2020) finds that in early May 2020, 35.2% of workers who commuted before Covid-19 were working from home.

\(^{3}\)A May 2020 survey by Barrero, Bloom, and Davis (2020) finds that 16.6% of paid work days will be done from home after the pandemic ends, compared to 5.5% in 2019. Results of a survey by Bartik, Cullen, Glaeser, Luca, and Stanton (2020) also indicate that remote work will be much more common after the pandemic. These projections are supported by the findings of Dingel and Neiman (2020) who estimate that as many as 37% of U.S. jobs can feasibly be done at home. Indeed, some companies (e.g., Facebook and Twitter) announced that many of their employees could keep working from home after Covid-19. Moreover, according to a study by Upwork in October 2020, 2% of survey participants had already moved residences because of the ability to work at home and another 6% planned to do so. Of those who still planned to migrate, 40% would move more than 4 hours away from their current location (Ozimek, 2020).
while the fraction of those who commute only a few days a week or not at all will grow. Our model generates rich patterns of reallocation both within and across cities in response to this change in commuting frequencies. Residents, led by new telecommuters, move from denser and more central parts of cities to the periphery. They also move from larger to smaller, and from more coastal to more interior cities, on average. These trends have exceptions. Workers actually relocate into a handful of high-amenity locations, and some large metro areas, such as Riverside-San Bernardino and San Diego, grow very slightly.

The trend in job reallocation is not so monotonic. Peripheral areas with low real estate costs and central areas in the most productive cities both add jobs. While the largest percentage increases happen in smaller cities, several large metro areas, including New York, Chicago, and Washington, D.C., see the number of jobs increase. Even in places where jobs increase, however, more of them are held by telecommuters who visit the office less frequently or not at all and often live in different metro areas. This leads to a large decrease in the demand for commercial floorspace and drives a small average decline in real estate prices. Some of the most expensive cities, such as New York, Los Angeles, and San Francisco, see real estate prices fall by 1.5–1.7%.

We find that welfare effects hinge critically on the extent to which telecommuters contribute to externalities that map local employment density into productivity. In our baseline scenario the local productivity and amenities of each location do not change in the counterfactual. Improved market access allows wages to go up, and most workers, including full time commuters, experience modest welfare gains. We also compute an alternative scenario in which productivity and amenities are determined endogenously by agglomeration externalities. Our baseline assumption is that productivity externalities arise through face-to-face interactions between workers, so teleworkers do not contribute to them when they are not in the office. In this case, the patterns of reallocation of residence and jobs are nearly the same as before, but the movements are larger due to amplifications via endogenous amenities and productivity. The welfare implications, however, are now different. The reduction in face-to-face interactions lowers overall productivity and drives wages down by over 1.6%. This makes workers who are still stuck commuting strictly worse off. There are still aggregate welfare gains, but only because there are now more remote workers, who can freely choose locations with better amenities and do not suffer by commuting.

We expand our analysis to explore what would happen if remote workers did make some contribution to workplace spillovers. In the extreme case where they interact in a way that is indistinguishable from on-site workers, all the negative results are reversed. By varying the contribution of telecommuters to spillovers from 0 to 100%, we are able
to characterize the level of contribution that would be necessary in order for all classes of workers to be no worse off after the increase in remote work, even if local productivities adjust fully.

This paper builds on previous work by Delventhal, Kwon, and Parkhomenko (2020) in which the authors model the impact of remote work on the allocation of jobs and residence within a single urban area—Los Angeles—modeled as a closed city. Including the entire system of cities changes the prediction for real estate prices—while they fell by nearly 6% in the study of L.A. as a closed city, they fall by only 1.7% in the current study, as workers from other parts of the country move into the L.A. area attracted by high amenities.

In modeling style our study is related to Monte, Redding, and Rossi-Hansberg (2018), who also analyze the U.S. system of cities using a model in which workers may commute between counties. Our quantitative model contains many small locations within urban counties and thus can study heterogeneous responses of many areas within metro areas. Also related are recent papers which use models of joint job and residence choice at the city level, such as Ahlfeldt, Redding, Sturm, and Wolf (2015) and Heblich, Redding, and Sturm (2020). Our study contributes to this strand of the literature by extending the toolbox to include a full-fledged model of working from home and by exploring what happens when the binding tie of the daily commute is cut for many workers. In addition, we contribute to the theoretical literature that studies telecommuting within the urban environment, e.g., Safirova (2003), Rhee (2008), and Larson and Zhao (2017). Recent work by Lennox (2020) explores the effects of working from home in an Australian context using a quantitative spatial equilibrium model.

The remainder of the paper is organized as follows. Section 2 describes the theoretical framework and the methodology of counterfactual experiments. Section 3 discusses the data, as well as estimation and calibration of model parameters. Section 4 reviews the results of counterfactual experiments in which telecommuting becomes more prevalent. Section 5 concludes and outlines possible extensions of our work.

2 Model

Consider a national economy which consists of a finite set $I$ of discrete locations and is populated by workers, firms and floorspace developers. Total employment in the economy is fixed and normalized to 1.
2.1 Workers

2.1.1 Telecommuting

Before choosing where to work and where to live, workers draw their commuter type \( \theta \) which has a distribution function \( F(\theta) \) on support \([0,1]\). The associated probability distribution function is \( f(\theta) \). Parameter \( \theta \) is the fraction of work time that an individual has to work on-site.

2.1.2 Preferences

A worker \( n \) who lives in location \( i \in I \), works in location \( j \in I \), and has to commute from \( i \) to \( j \) a fraction \( \theta \) of work time, enjoys utility

\[
U_{ijn}(\theta) = \frac{z_{ijn}}{d_{ij}(\theta)} \left( \frac{c}{1 - \gamma} \right)^{1-\gamma} \left( \frac{h}{\gamma} \right)^\gamma,
\]

where \( z_{ijn} \) represents an idiosyncratic preference shock for the pair of locations \( i \) and \( j \), and \( d_{ij}(\theta) \) is the disutility from commuting for type \( \theta \) given by

\[
d_{ij}(\theta) = e^{\theta \kappa t_{ij}}. \tag{2.2}
\]

Individuals consume \( c \) units of the final good and \( h \) units of housing. The share of housing in expenditures is given by \( \gamma \), and consumption choices are subject to the budget constraint

\[
w_{ij}(\theta) = c + q_i h, \tag{2.3}
\]

where \( w_{ij}(\theta) \) is the wage earned by a type-\( \theta \) worker who lives in \( i \) and works in \( j \), and \( q_i \) is the price of residential floorspace in location \( i \).

Idiosyncratic shocks \( z_{ijn} \) are drawn from a Fréchet distribution with c.d.f. \( F_z(z) = e^{-z^{-\epsilon}} \). The indirect utility of worker \( n \) who lives in location \( i \) and works in location \( j \) is given by

\[
u_{ij}(\theta) = z_{ijn} v_{ij}(\theta), \tag{2.4}
\]

where

\[
u_{ij}(\theta) = \frac{X_i E_j w_{ij}(\theta)}{d_{ij}(\theta)^\gamma q_i^\gamma} \tag{2.4}
\]

is the utility obtained by a type-\( \theta \) worker, net of the preference shock. In the above formulation, \( X_i \) is the average amenity derived from living in location \( i \) and \( E_j \) is the average amenity derived from working in location \( j \).
2.1.3 Location Choices

Optimal choices imply that the probability that a worker with a given $\theta$ chooses to live in location $i$ and work in location $j$ is

\[
\pi_{ij}(\theta) = \frac{\left(v_{ij}(\theta)\right)^e \left(\frac{d_{ij}(\theta)q_{ij}^{\gamma}}{\epsilon} \right)^{-e}}{\sum_{r \in I} \sum_{s \in I} \left(v_{rs}(\theta)\right)^e \left(\frac{d_{rs}(\theta)q_{rs}^{\gamma}}{\epsilon} \right)^{-e}}.
\] (2.5)

As a result, the equilibrium residential population of type $\theta$ in location $i$ is

\[
N_{R_i} = \int \sum_{j \in I} \pi_{ij}(\theta) dF(\theta),
\] (2.6)

The equilibrium on-site employment in location $j$ of residents in location $i$ is given by

\[
N_{Wij}^C = \int \theta \pi_{ij}(\theta) dF(\theta),
\] (2.7)

while the remote employment in location $j$ of residents in location $i$ is

\[
N_{Wij}^T = \int (1 - \theta) \pi_{ij}(\theta) dF(\theta).
\] (2.8)

Let $N_{Wij}^C \equiv \sum_{i \in I} N_{Wij}^C$ denote the total on-site employment and $N_{Wij}^T \equiv \sum_{i \in I} N_{Wij}^T$ be the total remote employment in location $j$. Note that some workers, those with $\theta \in (0, 1)$, supply both on-site and remote labor. Hence, on-site and remote employment defined above denote the total on-site and remote labor supply, respectively, not the number of workers who commute or work from home.

2.1.4 Welfare

The expected utility of a worker, before she knows her value of $\theta$ and before the idiosyncratic preference shocks realize, is

\[
V = \varsigma \int \left[ \sum_{i \in I} \sum_{j \in I} \left(X_i E_j w_{ij}(\theta)\right)^e \left(\frac{d_{ij}(\theta)q_{ij}^{\gamma}}{\epsilon} \right)^{-e} \right]^\frac{1}{\epsilon} dF(\theta),
\] (2.9)

where $\varsigma \equiv \Gamma\left(\frac{e-1}{\epsilon}\right)$ and $\Gamma(\cdot)$ is the Gamma function.
2.2 Firms

2.2.1 Production

In each location, there is a representative firm which hires both on-site and remote labor and produces a homogeneous consumption good which is traded costlessly across locations. The total output of the firm in location \( j \) is

\[
Y_j = Y^C_j + Y^T_j,
\]

where \( Y^C_j \) and \( Y^T_j \) are the amounts produced on-site and remotely, respectively. The on-site production function is given by

\[
Y^C_j = A_j \left( N^C_{Wj} \right)^{\alpha_C} \left( H^C_{Wj} \right)^{1-\alpha_C},
\]

(2.11)

where \( N^C_{Wj} \) is labor, \( H^C_{Wj} \) is floorspace, and \( \alpha_C \) is the labor share. The remote production function is also Cobb-Douglas and it combines workers from different locations as follows:

\[
Y^T_j = \nu A_j \sum_{i \in I} \left( N^T_{Wij} \right)^{\alpha_T} \left( H^T_{Wij} \right)^{1-\alpha_T}.
\]

(2.12)

In the previous specification, \( N^T_{Wij} \) is the number of telecommuters who reside in location \( i \) and work for a firm in location \( j \), whereas \( H^T_{Wij} \) is the amount of home office space the firm rents on behalf of these workers in the place of their residence.\(^4\) Parameter \( \nu \) is the productivity gap between on-site and remote work, common to all workers and firms. We let the floorspace share, \( 1 - \alpha_m \), differ between the two modes.\(^5\)

2.2.2 Wages

Firms take wages and floorspace prices as given, and choose the amount of on-site labor, telecommuting labor, and floorspace that maximize their profits. Equilibrium payments for on-site work are

\[
w^C_j = \alpha_C \frac{1}{\frac{1}{A_j} \left( \frac{1 - \alpha_C}{q_j} \right)^{\frac{1-\alpha_C}{\alpha_C}}},
\]

(2.13)

\(^4\)We assume that the firm rents the floorspace that remote workers need in order to work from home, however this specification is isomorphic to the one in which the firm only pays for labor services of a telecommuter and the telecommuter uses his labor income to rent additional floorspace in his house.

\(^5\)One may expect that \( 1 - \alpha_C > 1 - \alpha_T \) because telecommuters tend to work in industries and occupations that require little floorspace (e.g., compare software development with manufacturing). While we do not impose this inequality in our theoretical analysis, it holds in our calibration.
where $q_j$ is the local price of floorspace. The payments for at-home work of an individual who is employed in $j$ and works remotely from $i$ are given by

$$w_{ij}^T = \alpha_T (\nu A_j) \frac{1}{\alpha_T} \left( \frac{1 - \alpha_T}{q_i} \right)^{1 - \alpha_T}.$$  \hspace{1cm} (2.14)

In the previous expression the relevant floorspace price is the price at the location of residence of the worker. The take-home wage of a worker with a given $\theta$ is the weighted average of payments to his commuting labor and his telecommuting labor:

$$w_{ij}(\theta) = \theta w_j^C + (1 - \theta) w_{ij}^T.$$  \hspace{1cm} (2.15)

Note that the wage of a regular commuter ($\theta = 1$) does not depend on her location of residence $i$. However, the wage of a worker who works some of the time remotely ($\theta < 1$) depends on his location of residence $i$ because the home-office floorspace is used in production. The average income earned by residents of location $i$ is

$$\bar{w}_i = \frac{1}{N_Ri} \sum_{j \in I} w_{ij}(\theta) \pi_{ij}(\theta) dF(\theta).$$  \hspace{1cm} (2.16)

### 2.3 Developers

#### 2.3.1 Supply of floorspace

There is a large number of perfectly competitive floorspace developers operating in each location. Floorspace is produced using technology

$$H_i = K_i^{1-\eta_i} \left( \phi_i L_i \right)^{\eta_i},$$  \hspace{1cm} (2.17)

where $L_i$ and $K_i$ are the amounts of land and the final good used to produce floorspace, and $\eta_i$ is the location-specific share of land in the production function. Each location is endowed with $\Lambda_i$ units of buildable land which is exogenous and serves as the upper bound on the developers’ choice of land: $L_i \leq \Lambda_i$. Parameter $\phi_i$ stands for the local land-augmenting productivity of floorspace developers.$^6$ Let $q_i$ be the equilibrium price of floorspace. Then the equilibrium supply of floorspace in location $i$ is

$$H_i = \phi_i (1 - \eta_i) \frac{1-\eta_i}{\eta_i} q_i^{\frac{1-\eta_i}{\eta_i}} L_i.$$  \hspace{1cm} (2.18)

---

$^6$The productivity may depend on terrain, climate, land use regulations, etc.
The price elasticity of floorspace supply is therefore \( \frac{1-\eta_i}{\eta_i} \).

### 2.3.2 Demand for floorspace

Floorspace is used by firms, residents, and telecommuters, and therefore is divided into commercial, residential, and home offices. The demand for commercial floorspace is

\[
H_{Cij} = \left(1 - \alpha_C \right) \frac{1}{q_j} A_i N_{Cij} \tag{2.19}
\]

the demand for residential floorspace is

\[
H_{Ri} = \frac{\gamma \bar{w}_i N_{Ri}}{q_i} \tag{2.20}
\]

and the demand for home offices is given by

\[
H_{ij} = \left(1 - \alpha_T \right) \nu A_i \int (1 - \theta) \pi_{ij}(\theta) dF(\theta). \tag{2.21}
\]

In equilibrium, the supply of floorspace must equal to the total demand,

\[
H_i = H_{Ri} + H_{Cij} + \sum_{j \in I} H_{ij}. \tag{2.22}
\]

### 2.3.3 Land and floorspace prices

Floorspace demand also determines the demand for land. We follow Monte, Redding, and Rossi-Hansberg (2018) in assuming that land in each location is owned by local immobile landlords who only consume the final good. Thus, we can account for changes in land values when computing welfare effects, while eliminating anticipated income from land ownership as a factor in the location choice problem. In equilibrium, it is optimal for developers to use all buildable land, i.e., \( L_i = \Lambda_i \). As a result, the equilibrium land price is equal to

\[
l_i = \frac{\eta_i}{\Lambda_i} \left[1 - \alpha_C w_i N_{Ci} + \frac{1 - \alpha_T}{\alpha_T} \sum_{j \in I} w_{ij} N_{Ti} + \gamma \bar{w}_i N_{Ri} \right]. \tag{2.23}
\]

Finally, equilibrium floorspace prices are given by

\[
q_i = \frac{1}{\eta_i(1 - \eta_i)^{1-\eta_i}} \left( \frac{l_i}{\phi_i} \right)^{\eta_i}. \tag{2.24}
\]
2.4 Externalities

Local total factor productivity and residential amenities depend on density. In particular, the productivity in location $j$ is determined by an exogenous component, $a_j$, and an endogenous component that is increasing in the density of on-site labor in this location:

$$A_j = a_j \left( \frac{N_{Wj}^C + \psi N_{Wj}^T}{L_j} \right)^\lambda. \quad (2.25)$$

Parameter $\lambda > 0$ measures the elasticity of productivity with respect to the local density of workers. Parameter $\psi \in [0, 1]$ is the degree of remote workers’ participation in productive externalities. These externalities include learning, knowledge spillovers, and networking that occur as a result of face-to-face interactions between workers. When workers are not on-site, but are working remotely, they may not participate fully in the types of interactions that give rise to these externalities. As we will see, the value of $\psi$ has important consequences for wages and welfare in our counterfactual analysis.

Similarly, the residential amenity in location $i$ is determined by an exogenous component, $x_i$, and an endogenous component that depends on the density of residents:

$$X_i = x_i \left( \frac{N_{Ri}}{L_i} \right)^\chi. \quad (2.26)$$

Parameter $\chi > 0$ measures the elasticity of amenities with respect to the local density of residents.\(^7\) The positive relationship between residential density and amenities represents in reduced form the greater propensity for both public amenities, such as parks and schools, and private amenities, such as retail shopping, to locate in proximity to greater concentrations of potential users and customers. All types of workers, commuters and telecommuters, contribute equally to amenity externalities at their location of residence.\(^8\)

\(^7\)We do not include spatial spillovers of productivity and amenities between adjacent locations. These spillovers are highly localized, as found in Ahlfeldt, Redding, Sturm, and Wolf (2015) and several other studies. Given the size of locations in our quantitative economy, the effect of the spillovers is minimal. For example, the 1st percentile of one-way travel times for location pairs with positive commuting flows is 10.63 minutes (the minimum is 7.68 and the median is 26.56). With spillover decay parameters from Ahlfeldt, Redding, Sturm, and Wolf (2015), $\delta = 0.36$ and $\rho = 0.76$, only a fraction $e^{-0.36 \times 10.63} = 0.0218$ of the density in one of these locations would be translated into local productivity of another location and a fraction $e^{-0.76 \times 10.63} = 0.0003$ of the density would be translated into amenities.

\(^8\)It is also possible that remote workers, by spending more time in the area of their residence, contribute more to local amenities than commuters.
2.5 Equilibrium

**Definition 2.1.** A spatial equilibrium consists of location choice probabilities, \( \pi_{ij}(\theta) \); on-site employment, \( N^C_{Wij} \); remote employment, \( N^T_{Wij} \); residential population, \( N_{Ri} \); wages, \( w^c_i \) and \( w^t_{ij} \); land prices, \( l_i \); floorspace prices, \( q_i \); local productivity, \( A_j \); and local amenities, \( X_j \); such that equations (2.5), (2.6), (2.7), (2.8), (2.13), (2.14), (2.23), (2.24), (2.25), and (2.26) are satisfied.

2.6 Counterfactual Equilibrium

To study a counterfactual economy, we compute changes in equilibrium variables, as in Dekle, Eaton, and Kortum (2007). For any variable with benchmark value of \( z \) and counterfactual value of \( z^* \), define \( \hat{z} \equiv \frac{z^*}{z} \). Then the counterfactual changes can be computed by solving the following system of equations:

\[
\hat{w}^c_j = \hat{A}^\frac{1}{c} \hat{q}_j \frac{1^{-ac}}{ac}, \tag{2.27}
\]

\[
\hat{w}^t_{ij} = (\hat{v} \hat{A}^\frac{1}{T}) \hat{q}_i \frac{1^{-ap}}{ap}, \tag{2.28}
\]

\[
\hat{w}_{ij}(\theta)w_{ij}(\theta) = \theta \hat{w}^c_j w^c_j + (1 - \theta)\hat{w}^t_{ij} w^t_{ij}, \tag{2.29}
\]

\[
\hat{q}_i = \left( \hat{\nu}_i \right)^{\gamma}, \tag{2.30}
\]

\[
\hat{\pi}_{ij}(\theta) = \frac{\left( \hat{X}_i \hat{E}_j \hat{w}_{ij}(\theta) \right) \left( \hat{\mu}_{ij}(\theta) \hat{q}_i^{\gamma} \right)^{\epsilon}}{\sum_{r \in I} \sum_{s \in I} \pi_{rs}(\theta) \left( \hat{X}_r \hat{E}_s \hat{w}_{rs}(\theta) \right) \left( \hat{\mu}_{rs}(\theta) \hat{q}_s^{\gamma} \right)^{\epsilon}}, \tag{2.31}
\]

\[
\hat{N}^c_{Wij} \hat{N}^c_{Wij} = \int \theta \hat{\pi}_{ij}(\theta) \pi_{ij}(\theta) dF^*(\theta), \tag{2.32}
\]

\[
\hat{N}^T_{Wij} \hat{N}^T_{Wij} = \int (1 - \theta) \hat{\pi}_{ij}(\theta) \pi_{ij}(\theta) dF^*(\theta), \tag{2.33}
\]

\[
\hat{\lambda} = \frac{1^{-ac}}{ac} \hat{w}^c_i \sum_{j \in I} \hat{N}^c_{Wij} \hat{N}^c_{Wij} + \gamma \sum_{j \in I} \hat{w}^c_j \hat{w}^c_j \hat{N}^c_{Wij} \hat{N}^c_{Wij} + \left( \gamma + \frac{1 - \epsilon}{\alpha_T} \right) \sum_{j \in I} \hat{w}^t_{ij} \hat{w}^t_{ij} \hat{N}^T_{Wij} \hat{N}^T_{Wij}, \tag{2.34}
\]

\[
\hat{\lambda} = \hat{A}^\gamma \left( \frac{\hat{N}^c_{Wij} \hat{N}^c_{Wij} + \psi \hat{N}^T_{Wij} \hat{N}^T_{Wij}}{N^c_{Wij} + \psi N^T_{Wij}} \right)^{\lambda}, \tag{2.35}
\]

\[
\hat{X}_i = \hat{x} \left( \hat{N}_{Ri} \right)^{\lambda}. \tag{2.36}
\]
In equations (2.32) and (2.33), \( F^*(\theta) \) denotes the counterfactual c.d.f. of \( \theta \). In the last two equations, the changes in relevant workplace and residential employment are given by

\[
\hat{N}_W^m N_W^m = \sum_{i \in I} \hat{N}_W^m N_W^m,
\]

for \( m \in \{C, T\} \), and

\[
\hat{N}_R N_R = \sum_{j \in I} \left( \hat{N}_W^C N_W^C + \hat{N}_W^T N_W^T \right).
\]

In order to solve the system (2.27)–(2.36), we must have data on commuting flows, \( \pi_{ij}(\theta) \), wages \( w_i^C \) and \( w_i^T \), and the distribution of commuter types, \( F(\theta) \). Section 3.1 describes how we obtain this data. We must also know the economy-wide elasticities, \( \epsilon, \gamma, \alpha_C, \alpha_T, \lambda, \) and \( \chi \), as well as local floorspace supply elasticities \( \eta_i \). Section 3.2 describes how we calibrate or estimate these parameters. Notably, solving the system (2.27)–(2.36) does not require any knowledge of the levels of exogenous location characteristics \( a_i, x_i, E_i, \phi_i \), commuting costs, \( d_{ij}(\theta) \), the relative productivity of telecommuters, \( v \), floorspace prices \( q_i \), and buildable land areas \( \Lambda_i \). This system can be solved recursively and we follow a procedure similar to the one in Monte, Redding, and Rossi-Hansberg (2018).

**Counterfactual Welfare Changes.** The counterfactual change in the consumption-equivalent welfare is given by

\[
\Delta V = \frac{\int \hat{w}_{ij}(\theta)w_{ij}(\theta) \left( \hat{\pi}_{ij}(\theta)\pi_{ij}(\theta) \right)^{-\frac{1}{\gamma}} \left( \hat{d}_{ij}(\theta)d_{ij}(\theta) \right)^{-1} dF^*(\theta)}{\int w_{ij}(\theta)\pi_{ij}(\theta)^{1-\frac{1}{\gamma}}d_{ij}(\theta)^{1}dF(\theta)}.
\]

Note that the previous expression yields the same value of \( \Delta V \) for any pair \((i, j)\). While we can compute counterfactual changes in all equilibrium variables without knowing commuting costs, \( d_{ij}(\theta) \), we need to know them to compute counterfactual changes in welfare.\(^9\) Appendix A.1 discusses how counterfactual welfare changes can be calculated for each type \( \theta \) separately and decomposed into various channels (consumption, amenities, commuting, etc.).

---

\(^9\)In many gravity models, exact-hat algebra enables expressions for welfare changes which only depend on changes in other variables, and not levels. Here, however, counterfactual changes are driven by a shift in \( F(\theta) \). Hence, welfare gains depend on the change in the number of workers who face commuting costs for a particular \( \theta \).
3 Data, Calibration, and Estimation

3.1 Data

3.1.1 Locations

We focus on the 48 contiguous U.S. states and the District of Columbia. The set of model locations is the intersection of the Census Public Use Microdata Areas (PUMA) and counties. The benefit of using PUMAs is that they are defined based on population and therefore allow for rich variation within large urban areas. However, in rural areas PUMAs may be very large and comprise several counties.\(^{10}\) Using PUMAs, when they are contained within a county, and counties, when they are contained within PUMAs, results in 4,504 locations. Two of these locations do not have wage data.\(^{11}\) Hence, we exclude them from the analysis and end up with 4,502 model locations. Some results are aggregated to the level of metropolitan statistical areas (MSA). Our classification of MSAs follows 2013 definitions from the U.S. Office of Management and Budget.

3.1.2 Employment, commuters and telecommuters

We use the LEHD Origin-Destination Employment Statistics (LODES) data provided by the Census Bureau to construct employment by residence and workplace for each of our model locations. We also use LODES to build the commuting matrix between each pair of locations, as discussed in Section 3.2.3. LODES provides employment and commuting flows at the level of Census blocks, and we aggregate the data to the level of our model locations, i.e., PUMAs and counties. This data, however, does not distinguish workers who commute to work from those who work from home. We use survey evidence from Barrero, Bloom, and Davis (2020) to build the distribution of commuter types \(F(\theta)\) before Covid-19 and the predicted distribution after Covid-19, as described in Section 4.1.

3.1.3 Commuting times and distances

The Census Transportation Planning Products (CTPP) reports commuting time data for origin-destination pairs of Census tracts across the contiguous United States for 2012–2016. Travel times are reported for over four million trajectories, which is a small fraction of all possible bilateral trajectories, because most pairs of tracts are far enough apart and do not have any commuters traveling between them. We transform this data into bilateral

\(^{10}\)By construction, PUMAs are between 100,000 and 200,000 residents.

\(^{11}\)These two locations have a total population of only 8,000.
matrix of travel times in two steps. First, we calculate the average location to location travel times as the average of all tract-level travel times reported in the data where the origin is in one model location and the destination is in the other. This provides us with links for the subset of location pairs that are closest to each other. Then we use these links as the first-order connections in a transport network and, in order to obtain commuting time \( t_{ij} \), use the Dijkstra’s algorithm to calculate the quickest path through this network between each pair of model locations. Further details of our methodology are contained in Appendix A.3.

### 3.1.4 Wages

Our tract-level wage estimates are also taken from the database of Census Transportation Planning Products (CTPP), in combination with the microdata from the American Community Survey (ACS). We use these two datasets from 2012–2016 to calculate the quality-adjusted wage index for each model location. For additional details, see Appendix A.2.

Existing empirical evidence finds a wage premium of around 10% for telecommuters over regular commuters (Gariety and Scaffer, 2007). Yet, it is not clear if this premium will persist if many more workers telecommute. In addition, our data does not allow us to observe the location of employer of a telecommuter. To be conservative, in the benchmark economy we set \( w_{ij}^T = w_{j}^C \) for all \( i \), where \( w_{j}^C \) equals the wage index described above.

### 3.1.5 Floorspace supply elasticities and prices

Location-specific housing supply elasticities, \((1 - \eta_i)/\eta_i\), are taken from Baum-Snow and Han (2020). They estimate elasticities of floorspace supply with respect to prices at the Census tract level for over 300 metropolitan areas. We aggregate their estimates to the level of our model locations using population weights. They do not have estimates for locations outside MSAs and these are predominantly rural locations with population densities lower than in metro areas. Because there is a strong negative relationship between population density and the supply elasticity, we assume that locations with missing estimates have the same elasticity as the location with the highest elasticity. At the level of model locations, elasticities vary from 2.07 to 4.82, and the population-weighted mean is 3.38. This implies that \( \eta_i \) ranges from 0.21 to 0.33, and the mean is 0.24.

---

12 We perform the same calculation for the average distance of each location from itself, thereby obtaining data-based estimates of the average internal travel time for each location as well.

13 Recall that in our model \( \eta_i \) also corresponds to the land share in the production function for floorspace. Hence, the mean \( \eta_i \) in our model aligns well with existing estimates of the land share. For instance, Albouy
Note that our method of computing counterfactual changes in equilibrium variables and welfare does not require any information on floorspace prices. Yet, in order to calculate changes in prices at higher levels of geography than our model locations (e.g., metropolitan area or the entire country), we need to know price levels in the benchmark economy. To obtain the prices, we estimate hedonic rent indices for each PUMA using self-reported housing rents from the ACS. We follow the procedure in Eeckhout, Pinheiro, and Schmidheiny (2014) and, as regression controls, we include the age of the building, the number of rooms, and the type of the structure (single-family, multi-family, etc.).

3.2 Estimation and Calibration

3.2.1 Externally calibrated parameters

Using similar gravity models of commuting, Ahlfeldt, Redding, Sturm, and Wolf (2015) estimate that the sensitivity of the disutility of commuting to commuting time, $\kappa$, is equal to 0.01, while Tsivanidis (2019) estimates a value of 0.012. We set $\kappa = 0.011$, the average of these two estimates. We borrow the estimates of the elasticities of local productivity and amenities with respect to density from Heblich, Redding, and Sturm (2020), and set $\lambda = 0.086$ and $\chi = 0.172$.\footnote{In a future version of this paper we will estimate these two elasticities from our data.}

The share of housing in expenditures, $\gamma$, is equal to 0.24, following Davis and Ortalo-Magné (2011). The labor share of commuters in the production function, $\alpha$, is set to 0.8, following Valentinyi and Herrendorf (2008). We borrow the value for the labor share of telecommuters, $\alpha_T = 0.934$, from Delventhal, Kwon, and Parkhomenko (2020).\footnote{The primary reason why we chose this approach rather than more common OLS estimation is that 98.4% of location pairs in our data have zero commuters. As Dingel and Tintelnot (2020) demonstrate, the sparse nature of commuting flow matrices may result in biased OLS estimates of the Fréchet elasticity and}

3.2.2 Estimated parameters

Fréchet elasticity. We estimate the Fréchet elasticity $\epsilon$ using Poisson pseudo maximum likelihood (PPML), following the approach in Dingel and Tintelnot (2020).\footnote{The primary reason why we chose this approach rather than more common OLS estimation is that 98.4% of location pairs in our data have zero commuters. As Dingel and Tintelnot (2020) demonstrate, the sparse nature of commuting flow matrices may result in biased OLS estimates of the Fréchet elasticity and}

\footnote{Since $\alpha_T$ determines the teleworkers’ demand for floorspace, it was calibrated to the observed difference between house sizes of commuters and telecommuters. See Delventhal, Kwon, and Parkhomenko (2020) for details.}

\footnote{The primary reason why we chose this approach rather than more common OLS estimation is that 98.4% of location pairs in our data have zero commuters. As Dingel and Tintelnot (2020) demonstrate, the sparse nature of commuting flow matrices may result in biased OLS estimates of the Fréchet elasticity and}

\footnote{In a future version of this paper we will estimate these two elasticities from our data.}
log-likelihood function combines the number of commuters for each \((i, j)\) link and the probability of commuting along this link, as given by equation (2.5), and is defined as

\[
\ln L = \sum_{i \in I} \sum_{j \in I} N_{ij} \ln \left( \frac{\bar{X}_i \bar{E}_j e^{-\kappa t_{ij}}}{\sum_{r \in I} \sum_{s \in I} \bar{X}_r \bar{E}_s e^{-\kappa t_{rs}}} \right),
\]

where \(N_{ij}\) is the number of commuters from \(i\) to \(j\) in the LODES data, \(\bar{X}_i\) and \(\bar{E}_j\) are origin and destination fixed effects, and \(t_{ij}\) is the estimated cost of commuting from \(i\) to \(j\), as described in Section 3.1.3. Prior to estimation, we set \(N_{ij} = 0\) for all pairs with commuting times of more than 3 hours one way.

Table 1 reports estimation results. Note that the estimation of (3.1) does not allow separate identification of \(\epsilon\) and \(\kappa\). Hence, we first estimate the product \(\epsilon \kappa\) and obtain the value of 0.0443. Then, to recover \(\epsilon\) we use the calibrated value \(\kappa = 0.011\), as discussed above. Our estimate of \(\epsilon\) is therefore equal to 4.026 = 0.0443/0.011.

For comparison, we also estimate the gravity equation using OLS, following the approach taken by Heblich, Redding, and Sturm (2020), among others. To this end, we take the log of the gravity equation (2.5) evaluated at \(\theta = 1\),

\[
\ln \pi_{ij} = -\epsilon \kappa t_{ij} + \ln \bar{X}_i + \ln \bar{E}_j.
\]

Note that OLS estimation requires dropping all pairs of locations with positive observed commuting flows. OLS estimates are also reported in Table 1. The comparison of results for PPML and OLS approaches shows that OLS results in a lower Frèchet elasticity and a significantly worse model fit.

---

17Because LODES and CTPP datasets do not distinguish commuters and telecommuters, we estimate this relationship assuming that \(N_{ij}\) and \(d_{ij}\) refer to full-time commuters, i.e., workers with \(\theta = 1\).

18Out of around 139 mln commuters we observe in LODES, 9.8 mln travel between locations that are more than 3 hours apart. Due to reasons outlined in Graham, Kutzbach, and McKenzie (2014), many of these long commutes likely arise due errors in assigning locations of work or residence. Since PPML estimation does not require throwing out observations with zero flows, this step does not result in any loss of information.

19For PPML estimation, we use the Stata package `ppmlhdfe` of Correia, Guimarães, and Zylkin (2020).
Table 1: Estimation of the gravity equation

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPML</td>
<td>OLS</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>-0.04428</td>
<td>-0.03198</td>
</tr>
<tr>
<td></td>
<td>(0.00013)</td>
<td>(0.00005)</td>
</tr>
<tr>
<td>Residence f.e.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Workplace f.e.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Observations</td>
<td>20,268,004</td>
<td>318,870</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.967</td>
<td>0.792</td>
</tr>
</tbody>
</table>

Note: This table reports PPML estimates of equation (3.1) and OLS estimates of equation (3.2). Pseudo $R^2$ is reported for PPML. Standard errors are in parentheses. See the text for details.

3.2.3 Commuting flow matrix

Since in the data over 98% of location pairs have zero commuting flows and because our counterfactual experiments consist of reducing the cost of commuting for some workers by shifting $F(\theta)$, using the observed commuting flows in computing counterfactuals will not yield meaningful results. To overcome this problem, we use commuting flows predicted by the model as benchmark values. In particular, we take estimated origin and destination fixed effects from equation (3.1) and construct the flows as

$$\pi_{ij}(\theta) = \frac{\bar{X}_i \bar{E}_j e^{-\theta \text{ext}_{ij}}}{\sum_{r \in I} \sum_{s \in I} \bar{X}_r \bar{E}_s e^{-\theta \text{ext}_{rs}}}.$$  (3.3)

Because the estimated $\bar{X}_i$ and $\bar{E}_j$ are positive in all locations, the model predicts positive commuting flows between each pair of locations in the benchmark economy, and this allows for positive flows between each pair in a counterfactual economy.

Figure A.8 in the Appendix shows that commuting flows generated by the model based on PPML-estimated parameters are highly correlated with the flows observed in the data. Moreover, these flows result in residential and workplace employment levels that are nearly identical to their counterparts in the data.

---
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20Equations (2.32) and (2.33) show that if a given link has zero commuters in the benchmark economy, it must also have zero commuters in the counterfactual economy.

21Flows for distant $i$ and $j$ at high values of $\theta$ are negligible.

22Without telecommuting, employment levels would be matched exactly. The discrepancy arises because we do not observe telework in the commuting data and therefore estimate location fixed effects assuming that $\theta = 1$ for all workers; however, in the quantitative model some workers have lower values of $\theta$. 

4 Implications of an Increase in Telecommuting

In this section, we study a simulated increase in the number of telecommuters and its effect on the location of residents and jobs, floorspace prices, wages, commuting costs, and welfare.

4.1 The Counterfactual Experiment

The counterfactual experiment consists of changing the distribution of commuter types from \( F(\theta) \) to \( F^*(\theta) \), while keeping all other parameters at the benchmark level.\(^{23}\) First, we study a counterfactual economy in which local productivity \( A_i \) and amenities \( X_i \) are fixed at the benchmark level, by setting \( \lambda = \chi = 0 \). This allows us to isolate the first-order effects of changing commuting requirements from the amplifications via endogenous productivity and amenities. Then, we turn “on” productive and amenity externalities, one by one, by restoring \( \lambda \) and \( \chi \) to their calibrated levels and let these externalities affect the counterfactual changes. In all previous experiments, we set \( \psi = 0 \) in equation (2.26), i.e., we disallow remote workers to contribute to productive externalities. In the last two experiments, we let remote workers to fully contribute to productive externalities as if they were physically present in the office, by setting \( \psi = 1 \); we calculate results when amenities are exogenous, and again when they are endogenous.

**Distribution of commuter types.** We discretize the distribution of commuter types, \( F(\theta) \), to six support points, \( \theta \in \{0, 0.2, 0.4, 0.6, 0.8, 1\} \). We chose this support so that each value of \( \theta \) can be interpreted as the number of days per week that an individual commutes to work. For example, a worker with \( \theta = 0 \) always works at home, a worker with \( \theta = 0.2 \) commutes one day a week, and a worker with \( \theta = 1 \) commutes five days a week.

In order to build empirical benchmark and counterfactual distributions of \( \theta \) we turn to Barrero, Bloom, and Davis (2020). Using evidence from a survey of employers conducted in May 2020, they find that in 2019, 3.4% of employees worked at home 5 or more days a week, 2.9% did so 2–4 days, another 3.4% worked from home one day, and the remaining 90.3% rarely or never worked at home. Thus, in the benchmark economy, the probability distribution of commuter types is \( f = (0.034, 0.01, 0.01, 0.01, 0.034, 0.903) \), where we split the 2.9% who worked at home 2–4 days a week equally between 2, 3, and 4 days. The survey also asks about plans of employers after Covid-19 as to how often their employees would work at home and on-site. They find that 10.3% will work at home 5 or more days.

\(^{23}\)When we solve the system of counterfactual changes (2.27)–(2.36), \( \tilde{a}_i, \tilde{x}_i, \tilde{E}_i, \tilde{\phi}_i, \tilde{\nu}, \) and \( \tilde{d}_{ij}(\theta) \) are all equal to 1 for all locations \( i \) and \( j \) and types \( \theta \).
a week, 9.9% will do so 2–4 days a week, 6.9% will work from home one day a week, and only 73% will rarely or never work at home. Therefore, the counterfactual distribution is \( f^* = (0.103, 0.033, 0.033, 0.033, 0.069, 0.73) \). This shift in the distribution implies that in the counterfactual economy 17.6% of work days will be done from home, a more than a threefold increase compared to 5.8% in the benchmark.\(^{24}\) Figure 1 demonstrates the benchmark and the counterfactual distributions of commuter types.

Figure 1: Change in the distribution of commuting frequency

Note: This figure shows the benchmark (solid bars) and the counterfactual (dashed bars) distributions of workers by commuting frequency. Both distributions are taken from the survey by Barrero, Bloom, and Davis (2020). See the text for details.

### 4.2 Results

When more workers gain the ability to commute less frequently or not at all and when there are no agglomeration effects in productivity or amenities, two immediate effects occur. First, the importance of distance between employers and employees weakens, and workers who experience a fall in \( \theta \) relocate further from their jobs.\(^{25}\) Second, as the supply of on-site labor falls and the supply of remote labor increases, the demand for commercial real estate plummets and the demand for residential real estate goes up. The rest of the

\(^{24}\sum_{\theta \in \{0, \ldots, 1\}} (1 - \theta) f(\theta) = 0.058 \) and \( \sum_{\theta \in \{0, \ldots, 1\}} (1 - \theta) f^*(\theta) = 0.176 \). The latter number is less than half of 0.37 which, according Dingel and Neiman (2020), is the fraction of jobs in the United States that can be done at home. It reasonable to expect, however, that employers and employees may prefer to conduct a significant amount of work on-site even when it can feasibly be done from home.

\(^{25}\)For example, the benchmark economy has few commuters from San Diego to Los Angeles, CA. These cities are 120 miles apart and a one-way commute takes about 3 hours, either by car or train. In the counterfactual economy, there is a 149% jump in the number of weekly commuter trips from locations in San Diego county to Downtown L.A., largely driven by those who commute once or twice a week.
section describes how these two basic mechanisms change residential and employment density, floorspace prices, wages, and discusses welfare implications of more widespread telecommuting. We conclude the section by discussing the importance of agglomeration externalities and the contribution of teleworkers to productive externalities for our results.

4.2.1 Residential density

More telework leads to the increased sprawl of residents who leave dense and expensive urban cores for less dense suburbs and rural areas, as panel (a) in Figure 2 shows. The map in panel (a) of Figure 7 confirms that most locations that gain density are located in suburban and rural areas, while locations that lose density are primarily in urban areas. While our results are based on a model, Althoff, Eckert, Ganapati, and Walsh (2020) show that in the few months after the beginning of the COVID-19 pandemic there was indeed a sizable reallocation of residents from the densest to the least dense counties in the U.S. based on evidence from cell phone data.

Does this mean that telecommuting will create a massive exodus from cities to rural areas? Panel (b) of Figure 7 demonstrates that even though many rural and suburban locations experience a large percentage increase in residents, in the vast majority of them the absolute changes in density are small. We find that most people will keep living in cities—the fraction of workers that reside in the 378 MSAs only declines from 84.8% in the benchmark to 83.1% in the counterfactual. Moreover, as panel (b) of Figure 2 shows, not all large metro areas shrink: San Diego and Riverside-San Bernardino and San Diego grow larger.

A closer look at the two largest metro areas, New York and Los Angeles, unveils a rich pattern of reallocations. Most areas in the Los Angeles metro area lose residents (panels (c) and (e) of Figure 7). At the same time, as it becomes less important to be close to jobs, people move to the more affordable Riverside-San Bernardino MSA, located to the east of the Los Angeles MSA. In contrast, most areas in the New York metro area (panels (d) and (f) of Figure 7) lose residents. The biggest reductions occur in Manhattan and adjacent parts of Brooklyn and Queens.
Figure 2: Change in Residents

Panel (a): model locations

Panel (b): metropolitan areas

Note: These scatterplots show the relationship between the benchmark residential density and the counterfactual change in log density. Panel (a) shows this relationship for model locations, panel (b) shows this relationship for metropolitan areas. “Elasticity” is the coefficient of the OLS regression of the counterfactual change on the benchmark level.

4.2.2 Employment density

We find that telecommuting also results in the outflow of employment from high-density to low-density locations, albeit the effect is much weaker than for residents (panel (a) of Figure 3). In fact, as panel (b) in Figure 3 demonstrates, many of these reallocations occur within metropolitan areas, and there is virtually no relationship between the initial size of an MSA and the change in its employment. Indeed, some metro areas, such as New York and Washington, D.C., experience moderate increases in employment. The maps in Figure 8 confirm that in many urban locations employment grows.

How is it possible that some places lose residents and gain workers at the same time? This happens because a large portion of the increase in employment comes from telecommuters. With less frequent commutes, more workers combine the benefits of working in high-wage cities, such as Washington, D.C., and living in more affordable places nearby, such as Richmond, VA. Similarly, firms located in highly productive metro areas can increase their size by hiring more workers from distant places. Table A.1 in Appendix displays changes in jobs, residents, and floorspace prices for each of the 100 largest commuting zones, and demonstrates that job growth in places such as New York, Chicago, and Boston occurs because the fall in on-site employment is more than offset by an increase in remote employment.
4.2.3 Floorspace prices

The rise of telecommuting reallocates the demand for floorspace across uses—commercial and residential—and across locations. In particular, as fewer workers spend time in offices, the stock of commercial real estate declines. At the same time, these workers require more residential floorspace to be able to work at home productively, and therefore the supply of residential real estate goes up. The rise in residential demand is further exacerbated by the migration of residents to suburban and rural areas where housing is cheaper and therefore large houses are more affordable.

We find that, on average, floorspace prices fall by 2.37%. However, there are sizable differences in price changes across locations. As panel (a) in Figure 9 and panel (a) in Figure 4 show, many suburban and rural areas experience large increases in prices.\(^{26}\) This happens because some residents and employers relocate to these areas. However, as panels (b) and (c) in Figure 9 demonstrate, there is heterogeneity in price responses within metro areas. Central locations, such as Manhattan in New York and Downtown Los Angeles, see larger price reductions than peripheral locations.

The aggregate average fall in floorspace prices is due to the combination of two

\(^{26}\)Using Zillow data, Althoff, Eckert, Ganapati, and Walsh (2020) demonstrate that in months after the beginning of the COVID-19 pandemic housing rents fell in the densest counties and increased in the least dense counties.
effects: First, many residents move to less dense places where in the benchmark economy prices were lower. Second, residents move on average to places with a higher elasticity of floorspace supply to price. To assess the importance of the second channel we run an alternative counterfactual exercise in which the elasticity of housing supply is uniform across space and equal to the population-weighted national average. Housing costs only fall by 2.2% in this alternative exercise, indicating that about 7% of the total fall in prices is due to reallocation to more flexible housing markets.

Even when many more workers can telecommute, large metropolitan areas remain attractive places to live and run businesses, and real estate there does not become dramatically cheaper (see panel (b) in Figure 4 and Table A.1 in Appendix).\textsuperscript{27} Having said that, while telecommuting is unlikely to improve housing affordability in the “superstar” cities, it offers the opportunity for many workers to move to more affordable places while retaining their jobs in major economic hubs.

Figure 4: Floorspace prices

Panel (a): model locations

Panel (b): metropolitan areas

Note: These scatterplots show the relationship between the benchmark log floorspace prices and the counterfactual change in log floorspace prices. “Elasticity” is the coefficient of the OLS regression of the variable on the vertical axis on the variable on the horizontal axis.

\textsuperscript{27} These results contrast with Delventhal, Kwon, and Parkhomenko (2020) who find that floorspace prices in Los Angeles would fall by nearly 6% with more telecommuting. However, that paper models Los Angeles as a closed city and does not consider the possibility that residents and firms may move in and out of the city. In this paper, we allow such migration and find that, as more widespread telecommuting increases the population and employment in Los Angeles, floorspace prices only fall by 1.7%.
4.2.4 Wages

One important effect of the rise in telecommuting is that it increases resident market access for many workers by lowering their commuting frequency. This implies that more individuals have access to the most productive locations and many of them switch from less productive jobs they held before. As a result, as panel (a) in Figure 5 demonstrates, telecommuting increases the dispersion of wages across model locations and also across metropolitan areas. These findings suggest that, even though remote work may bring greater employment opportunities to workers who do not currently live in the most successful local labor markets, it is unlikely to make the distribution of income more equal. However, since the importance of living close to jobs fades, the competition for expensive real estate in the most successful places becomes less intense and results in greater spatial mixing of people with different income levels. As panel (b) in Figure 5 shows, the dispersion of income at the place of residence declines.

Figure 5: Wages

Panel (a): model locations

Panel (b): metropolitan areas

Note: Panel (a) show the relationship between the benchmark log wages of commuters at the place of work, \( \tilde{w}^C \), and the counterfactual change in log wages. Panel (b) shows this relationship for wages at the place of residence, \( \tilde{w} \). “Elasticity” is the coefficient of the OLS regression of the variable on the vertical axis on the variable on the horizontal axis.

4.2.5 Aggregate Results and Welfare Effects

We find that, by weakening the link between the place of work and the place of residence, a shift toward more telework results in modest wage gains, especially for telecommuters, and a slight reduction in real estate prices (column (1) in Table 2). These effects result in
a nearly 0.7% larger aggregate consumption (column (1) in Table 3). Individuals further gain by spending less time on commuting (column (1) in Table 2 and column (1) in Table 3). In addition, as many workers commute to work less frequently or not at all, they can pick location pairs with better residential and workplace amenities, $X_i$ and $E_j$ (column (1) in Table 3).

Yet, most of the welfare gains can be attributed to better matches between firms and workers, as measured by the value of the Fréchet preference shock. Because a commuter must reside close to her job and because the distribution of preference shocks is i.i.d. across pairs of locations, it is unlikely that she would be able to choose a pair of locations $i$ and $j$ with a high value of $z_{ijn}$. A telecommuter places a lesser importance on the disutility of commuting and can therefore choose a pair with a higher value of $z_{ijn}$. We find that gains from greater consumption, less commuting, and better access to amenities increase aggregate welfare by 5.6%, however, better access to location pairs with higher values of preference shocks further increases aggregate welfare gains to over 34%.

These welfare gains took into account those workers who experienced a decrease in $\theta$, i.e., switched from more to less commuting. What are the welfare effects for workers who did not change their commuting frequency in the counterfactual? Column (1) in Table 3 lists gains for workers with each $\theta$ and demonstrates that welfare increases are larger for those who commute more frequently. Commuters experience an increase in wages and a fall in housing costs. In addition, as the demand for living close to places with good employment opportunities recedes, commuters gain from being able to pick residence locations with shorter commutes and better amenities. At the same time, full-time remote workers experience a slight reduction in expected utility. The main reason is that in the benchmark economy telecommuters tended to live in less dense areas with cheap housing. As the number of telecommuters grows, these areas experience a surge in housing demand and increasing floorspace prices, thereby harming those telecommuters who lived there before.
Table 2: Aggregate results

| Productive externalities ($\lambda > 0$): | no | no | yes | yes | yes | yes |
| Amenity externalities ($\chi > 0$): | no | yes | no | yes | no | yes |
| Remote labor adds to productive externalities ($\psi = 1$): | no | no | no | no | yes | yes |
| (1) | (2) | (3) | (4) | (5) | (6) |
| Wages, all workers, % chg | 0.09 | -0.16 | -1.15 | -1.64 | -0.02 | -0.62 |
| Wages, on-site labor, % chg | 0.50 | 0.25 | -0.76 | -1.26 | 0.37 | -0.27 |
| Wages, remote labor, % chg | 0.05 | -0.15 | -1.09 | -1.53 | 0.11 | -0.38 |
| Floorspace prices, % chg | -2.37 | -3.74 | -2.53 | -4.50 | -2.65 | -5.13 |
| Time spent commuting, all workers, % chg | -7.77 | -6.84 | -7.74 | -6.71 | -7.53 | -6.39 |
| Time spent commuting, commuters ($\theta = 1$), % chg | -0.22 | 0.70 | -0.19 | 0.81 | 0.02 | 1.12 |
| Distance traveled, all workers, % chg | -7.54 | -5.17 | -7.68 | -4.43 | -7.16 | -3.50 |
| Distance traveled, commuters ($\theta = 1$), % chg | -0.76 | 1.74 | -0.92 | 2.53 | -0.36 | 3.51 |

Note: Columns (1)–(6) present results from models with different combinations of productive and amenity externalities, and whether remote labor contributes to productive externalities, as specified in the header of the table.

Table 3: Welfare Decomposition

| Productive externalities ($\lambda > 0$): | no | no | yes | yes | yes | yes |
| Amenity externalities ($\chi > 0$): | no | yes | no | yes | no | yes |
| Remote labor adds to productive externalities ($\psi = 1$): | no | no | no | no | yes | yes |
| (1) | (2) | (3) | (4) | (5) | (6) |
| Welfare by source, % chg | | | | | | |
| consumption only | 0.68 | 0.73 | -0.53 | -0.58 | 0.65 | 0.60 |
| + commuting | 4.39 | 4.12 | 3.13 | 2.72 | 4.28 | 3.84 |
| + amenities | 5.59 | 6.30 | 4.31 | 5.13 | 5.45 | 6.19 |
| + Fréchet shocks | 34.27 | 35.79 | 32.64 | 34.42 | 34.48 | 36.35 |
| Welfare by commuter type, % chg | | | | | | |
| $\theta = 0$ | -0.16 | 2.76 | -1.28 | 2.04 | 0.23 | 3.69 |
| $\theta = 0.2$ | 0.19 | 0.98 | -0.97 | 0.01 | 0.39 | 1.54 |
| $\theta = 0.4$ | 0.33 | 0.66 | -0.86 | -0.44 | 0.43 | 0.93 |
| $\theta = 0.6$ | 0.44 | 0.51 | -0.79 | -0.66 | 0.48 | 0.64 |
| $\theta = 0.8$ | 0.53 | 0.44 | -0.73 | -0.77 | 0.53 | 0.50 |
| $\theta = 1$ | 0.61 | 0.43 | -0.69 | -0.83 | 0.59 | 0.44 |

Note: Columns (1)–(6) present results from models with different combinations of productive and amenity externalities, and whether remote labor contributes to productive externalities, as specified in the header of the table. Appendix A.1 provides more details on welfare results by type and source.
4.2.6 Role of Agglomeration Externalities

Next, we consider what would happen if local productivity, $A_i$, and amenities, $X_i$, adjusted endogenously to changes in employment and residential density (see equations 2.25 and 2.26). In the context of these counterfactual exercises, it is important that workers only contribute to agglomeration externalities when they are on-site ($\psi = 0$): a one-day-per-week commuter only contributes to these externalities one fifth as much, and a full-time telecommuter does not contribute at all. As a result, even if no workers changed their residences or jobs, more telework would result in lower aggregate productivity. Yet, when the productivity in a given location falls, wages fall as well making some workers seek employment elsewhere and therefore amplifying the initial reduction in productivity. Similarly, when some individuals move to suburban or rural areas from dense urban locations, amenities in these places decline and, as a result, even more residents leave. Figures (A.1)–(A.7) in the Appendix repeat Figures (2)–(5) and (7)–(9), and show that all of the effects described in Sections 4.2.1–4.2.4 are stronger when the agglomeration externalities are present. There is more reallocation of residents and jobs toward less dense places, greater convergence in floorspace prices, and larger divergence in wages.

The changes in density and prices with agglomeration externalities do not bring any real quantitative surprises–almost all the same locations and variables see changes in the same direction as before, the changes are just bigger. In terms of welfare, however, we find that the picture is now completely changed. Tables 2 and 3 show this change in steps. Column (1) of each table corresponds to the baseline counterfactual, when endogeneity for both amenities and productivity is turned “off.” Column (2) shows the effect of turning “on” endogeneity only for amenities. Column (3) shows the effect of turning endogeneity “on” only for productivity. Finally, column (4) shows the effect of turning endogeneity “on” for both at once.

**Endogenous amenities.** When only amenities are endogenous, the reduction in distance traveled and time spent commuting for commuters, is reversed. This is because telecommuters bring amenities out to the periphery with them when they move, and commuters are thus induced to follow them, and accept longer commutes in exchange for better residential amenities. Wage gains turn into losses because the migration of commuters to higher-productivity tracts is thus less pronounced and because increased demand for floorspace in the periphery induces telecommuters to slightly reduce the sizes of their home offices and, thus, their productivity. In terms of welfare, commuters still experience some gains but the gradient in welfare gains is now reversed–now telecommuters benefit most, because they take the amenities with them. Overall welfare gains
are still positive due to the increase in at-home work days for most workers.

Endogenous amenities also considerably increase the role of the relocation of residents to places with more elastic housing supply in accounting for the reduction in floorspace prices. In an alternative exercise in which only amenities are endogenous but the floorspace supply elasticity takes the average value everywhere, floorspace prices fall by only 3.35%, compared to 3.74% when the elasticity varies. This indicates that nearly 11% of the total reduction is due to the improvement in the average housing supply elasticity, as compared to 7% in the “basic” counterfactual in column (1).

Endogenous productivity. When only productivity is endogenous, small gains in wages turn into a more than 1% drop. This is because telecommuters no longer contribute to externalities when working remotely, reducing the productivity especially of those work locations which are most accessible to commuters. The effect on commuting times and distances barely changes compared to the baseline counterfactual. In terms of welfare, each commuter category individually now suffers losses between 0.7% and 1.3%, with reductions larger for telecommuters than commuters. Overall welfare gains are negative when only accounting for consumption, because wages and overall productivity are now lower. Once commuting and amenities are taken into account, the overall welfare effect is positive, due to the reallocation of workers from commuting to telecommuting, which offers reduced time on the road and a freer choice of residence.

Endogenous amenities and productivity. When both amenities and productivity are endogenous, wages fall further and commute times and distances traveled by commuters go up. Average floorspace prices fall by 4.5%, more than in the baseline scenario or either of the “piecemeal” scenarios, which helps to offset the consumption cost of lower wages. Everyone now earns less, but they have access to more affordable housing on average. When accounting for consumption, commuting disutility, and amenities together, the overall increase in welfare is now 5.1%. This increase is due entirely to an improved situation for the lucky commuters who can now work from home. Commuters who are “stuck” working on-site full-time see their welfare fall by 0.8%.

One way to think about the counterfactual results with agglomeration effects, is that they give us a peek at what could happen in the long run. In the short and medium run, the levels of productivity and amenities may not change much even if many more people telecommute. Co-workers can still connect via Zoom, while restaurants or schools may remain open at the same capacity levels. In the long run, however, a permanent reduction in face-to-face interactions and a fall in the demand for living and working in dense urban
places, may result in a permanent blow to productivity and a reallocation of neighborhood amenities.

4.2.7 Telecommuters’ contribution to workplace externalities

But what if future advances allow telecommuters to participate in all work-related activities just as efficiently as they would in person? In the preceding discussion, we have only considered scenarios in which remote workers do not contribute at all to productive externalities which, in terms of our model, means setting $\psi = 0$.

One alternative is to make the opposite extreme assumption, and set $\psi = 1$. Column (5) in Tables 2 and 3 shows the results when $\psi = 1$ and only productivity externalities are turned “on.” Column (6) in each table shows the results when amenity externalities are “on” also. The contrast between columns (4) and (6) is striking. Allowing telecommuters to contribute to local productivity externalities reverses most of the negative effects of the increase in telecommuting which showed up in columns (3) and (4) when we turned endogenous productivity “on.” Wages still decline but by much less, while consumption goes up instead of falling. Instead of disadvantaging left-behind commuters, this group now benefits considerably, their expected utility increasing by 0.44%.

In other ways, the results for columns (4) and (6) are similar. Just as was the case when telecommuters did not contribute to externalities, full commuters end up traveling farther and spending more time on the road. The motivations are the same: an increase in the relative wage advantage of jobs in the city centers, and an increase in the amenities of farther-flung suburbs. When telecommuters improve productivity, too, the city center wage advantage is made bigger, hence larger changes in average commute time and distance.\(^{28}\)

As $\psi$ changes from 0 to 1, all of the aggregate results shown in Tables 2 and 3 transition smoothly from column (4) to column (6).\(^{29}\) Figure 6 shows this transition for for consumption utility and the utility of left-behind commuters. These are two aggregate outcomes for which, if telecommuters make no contribution to production externalities,

---

\(^{28}\)The direction and size of the change in aggregate commuting is almost exactly the same if we compare columns (3) and (5), when endogenous amenities are absent. Therefore, the difference between (3) and (5), or (4) and (6), give an estimate of the importance of telecommuters’ productivity contribution in drawing workers into city centers. In contrast, the change in commuting variables between columns (5) and (6) highlights the considerably larger role of endogenous amenities in the suburbs of promoting long commutes. The fact that the change from (3) to (4) is also nearly the same as the change from (5) to (6) indicates that the two influences on commuting—of endogenous amenities and that of improved center-city productivity—operate independently of one another, without amplifying or canceling each other out in a major way.

\(^{29}\)The transition from column (3) to column (5) is also smooth.
the effect of increased telecommuting is negative. Varying $\psi$ between 0 and 1 suggests another way to think about its importance: What would the contribution of telecommuters to externalities have to be in order to turn these negative results positive?

Average consumption utility is the first to turn positive as $\psi$ increases: if remote workers contribute 46% as much to workplace spillovers as on-site workers, that is enough for the utility derived from consumption of goods and housing, averaged across all types of workers in the economy, to increase. The next to turn is overall utility for left-behind full-time commuters. If telecommuters contribute to workplace spillovers 62% as much as their on-site colleagues, this is enough to erase the losses suffered by every-day commuters.

Is it likely that the “true” value of $\psi$ could be as high as 0.46 or 0.62? There is little information available to form the basis of an objective answer to this question. Any assessment, therefore, will depend heavily on the priors held by the individual observer.

Figure 6: Remote workers’ workplace externalities: welfare

5 Conclusions and Further Work

In this paper we have built a quantitative general equilibrium model of employment and residence choice in which a portion of workers work from home either some or all of the time. In a counterfactual experiment, we increased the share of telecommuters, and saw that the model predicted rich patterns of reallocation both within and across metropolitan areas. In particular, there is a mostly monotonic shift of residents from central locations to the periphery, while jobs go up both in very small and very big cities. The question of how a decrease in face-to-face interaction will affect productivity in the long run is the key to predicting the overall welfare impact of such a change.
Our analysis has a number of limitations which open opportunities for extensions. First, our model does not consider trade between locations and its impact on wages and prices. Costly trade would probably act as a centripetal force, increase the cost of living in remote areas that otherwise might receive more migration from new telecommuters. Second, it might be useful to introduce multiple occupations to our analysis. Considering local differences in industrial and occupational structure could be central to understand quantitative implications of telecommuting, since the ability to work remotely varies across industries and occupations. Considering trade costs could tone down our findings, since some of the firms, especially those that produce non-traded goods, and therefore some of their workers, would have to remain in dense urban areas because this is where most of their customers are. Third, our model does not distinguish between transportation modes and our counterfactual scenarios assume that commuting costs do not change. With fewer commuters traffic congestion may become less severe, though after Covid-19 many workers may switch from public transit to private cars.
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A Appendix

A.1 Welfare Decomposition

Welfare by type. The expected utility of a worker after he learns his type $\theta$ but before location preference shocks are realized, is given by

$$V(\theta) = \varsigma \pi_{ij}(\theta)^{-1} \frac{X_i E_j w_{ij}(\theta)}{d_{ij}(\theta)q_i^\gamma}. \quad (A.1)$$

Hence, we compute counterfactual changes in welfare for each worker who did not switch his commuter type $\theta$ as

$$\tilde{V}(\theta) = \hat{\pi}_{ij}(\theta)^{-1} \frac{\hat{X}_i \hat{E}_j \hat{w}_{ij}(\theta)}{\hat{d}_{ij}(\theta)\hat{q}_i^\gamma}. \quad (A.2)$$

Note that the previous expression yields the same value of $\tilde{V}(\theta)$ for any pair $(i, j)$.

Welfare by source. Aggregate composite consumption (i.e., $c^{1-\gamma}h^\gamma$) is given by

$$\int \sum_{i \in I} \sum_{j \in I} w_{ij}(\theta)q_i^\gamma \pi_{ij}(\theta) dF(\theta). \quad (A.3)$$

Therefore welfare gains resulting from changes in consumption are calculated as the ratio of aggregate counterfactual and benchmark consumption levels:

$$\tilde{V}_C = \frac{\int \sum_{i \in I} \sum_{j \in I} \hat{w}_{ij}(\theta)w_{ij}(\theta)(\hat{q}_i q_i)^{-\gamma} \hat{\pi}_{ij}(\theta)\pi_{ij}(\theta) dF^*(\theta)}{\int \sum_{i \in I} \sum_{j \in I} w_{ij}(\theta)q_i^\gamma \pi_{ij}(\theta) dF(\theta)}. \quad (A.4)$$

Similarly, we calculate welfare gains resulting from changes in consumption and commuting by adjusting the previous expression by the commuting cost of traveling from $i$ to $j$:

$$\tilde{V}_{C,C} = \frac{\int \sum_{i \in I} \sum_{j \in I} \hat{w}_{ij}(\theta)w_{ij}(\theta)(\hat{q}_i q_i)^{-\gamma} \hat{\pi}_{ij}(\theta)\pi_{ij}(\theta)\hat{d}_{ij}(\theta)d_{ij}(\theta) dF^*(\theta)}{\int \sum_{i \in I} \sum_{j \in I} w_{ij}(\theta)q_i^\gamma \pi_{ij}(\theta)d_{ij}(\theta) dF(\theta)}. \quad (A.5)$$

Then, we calculate welfare gains resulting from changes in consumption, commuting, and amenities by adding relevant residential, workplace, and bilateral amenity levels to the previous expression:

$$\tilde{V}_{C,C,A} = \frac{\int \sum_{i \in I} \sum_{j \in I} \hat{X}_i X_i \hat{E}_j E_j \hat{w}_{ij}(\theta)w_{ij}(\theta)(\hat{q}_i q_i)^{-\gamma} \hat{\pi}_{ij}(\theta)\pi_{ij}(\theta)\hat{d}_{ij}(\theta)d_{ij}(\theta) dF^*(\theta)}{\int \sum_{i \in I} \sum_{j \in I} X_i E_j w_{ij}(\theta)q_i^\gamma \pi_{ij}(\theta)d_{ij}(\theta) dF(\theta)}. \quad (A.6)$$

Finally, welfare gains resulting from changes in consumption, commuting, amenities, and Frèchet shocks correspond to total welfare gains and are given by equation (2.39).
A.2 Local Wage Indices

Our source of wage data is the Census Transportation Planning Products (CTPP). CTPP data sets produce tabulations of the American Community Survey (ACS) data, aggregated at the Census tract level. We use the data reported for the five-year period from 2012 to 2016. We use the variable “earnings in the past 12 months (2016 $), for the workers 16-year-old and over,” which is based on the respondents’ workplace locations. The variable provides the estimates of the number of people in each of the several earning bins in each workplace tract.\(^{30}\)

We calculate mean tract-level labor earnings as

\[
\hat{w}_j = \frac{\sum_b n_{\text{workers}}_{b,j} \times \hat{\text{mean}}w_b}{\sum_b n_{\text{workers}}_{b,j}}, \tag{A.7}
\]

where \(n_{\text{workers}}_{b,j}\) is the number of workers in bin \(b\) in tract \(j\), and \(\hat{\text{mean}}w_b\) is mean earnings in bin \(b\) for each PUMA, calculated from the ACS microdata.

Next, to control for possible effects of workers’ heterogeneity on tract-level averages, we run the following Mincer regression,

\[
\hat{w}_j = \alpha + \beta_1 \text{age}_j + \beta_2 \text{sexratio}_j + \sum_r \beta_{2,r} \text{race}_{r,j} + \sum_i \beta_{3,i} \text{ind}_{i,j} + \sum_o \beta_{4,o} \text{occ}_{o,j} + \epsilon_j, \tag{A.8}
\]

where \(\text{age}_j\) is the average age of workers; \(\text{sexratio}_j\) is the proportion of males to females in the labor force; \(\text{race}_{r,j}\) is the share of race \(r \in \{\text{Asian, Black, Hispanic, White}\}\); \(\text{ind}_{i,j}\) is the share of jobs in industry \(i\); \(\text{occ}_{o,j}\) is share of jobs in occupation \(o\) in tract \(j\).\(^{31}\) The estimated tract-level wage index corresponds to the sum of the constant and the tract fixed effect, \(\hat{\alpha} + \hat{\epsilon}_j\). Finally, we aggregate the tract-level wage indices to the level of our model locations using employment weights.

A.3 Estimation of Travel Times

In constructing a matrix of location to location travel times, we follow the practice recommended by Spear (2011) and use LODES data as a measure of commuting flows and Census Transportation Planning Products (CTPP) data to provide information on commute times. The CTPP database reports commuting time data for origin-destination pairs of Census tracts across the contiguous United States for 2012–2016, and is tabulated using

\(^{30}\)The bins are ≤ $9,999; $10,000–$14,999; $15,000–$24,999; $25,000–$34,999; $35,000–$49,999; $50,000–$64,999; $65,000–$74,999; $75,000–$99,999; and ≥ $100,000.

\(^{31}\)We use the following industry categories: Agricultural; Armed force; Art, entertainment, recreation, accommodation; Construction; Education, health, and social services; Finance, insurance, real estate; Information; Manufacturing; Other services; Professional scientific management; Public administration, Retail. We use the following occupation categories: Architecture and engineering; Armed Forces; Arts, design, entertainment, sports, and media; Building and grounds cleaning and maintenance; Business and financial operations specialists; Community and social service; Computer and mathematical; Construction and extraction; Education, training, and library; Farmers and farm managers; Farming, fishing, and forestry; Food preparation and serving related; Healthcare practitioners and technicians; Healthcare support; Installation, maintenance, and repair; Legal; Life, physical, and social science; Management; Office and administrative support; Personal care and service; Production; Protective service; Sales and related.
American Community Survey (ACS) data. Travel times are reported for a little over four million trajectories, which is a small fraction of all possible bilateral trajectories, because most pairs of tracts are far enough apart that the ACS survey does not observe anyone commuting between those two points. We process this data in the following three steps:

1. We calculate the average travel time between each pair of locations as the average of all reported tract-to-tract travel times with an origin inside one location and a destination in the other. To minimize the influence of outliers on these estimates, we throw out the calculation for any pair of locations for which less than 10% of all possible tract-to-tract travel times is reported by CTPP. We also exclude average travel times that imply a travel speed of more than 100 kilometers per hour or less than 5 kilometers per hour. We perform this same calculation for the average distance of each location from itself, thereby obtaining data-based estimates of the average internal travel time for each location as well.

2. To prevent “breaks” in the network, we check to see if any location does not have an estimated travel time to its 5 nearest neighbors. If travel times are missing for any of these location-to-location trajectories, we project a travel time using the estimated coefficients of a regression of average location-to-location travel times on average great circle distance and an indicator variable that takes the value one if the origin is the same as the destination. This procedure adds about 10,000 additional links, out of 20,268,004 possible location-to-location trajectories.

3. We take the approximately 34,000 primitive connections, the travel times for which we have calculated as detailed above, as the first-order connections in a transport network. We use Dijkstra’s algorithm to find the least possible travel times through this network between each pair of model locations.

---

32The CTPP data divides commuting times into 10 bins: less than 5 minutes, 5 to 14 minutes, 15 to 19 minutes, 20 to 29 minutes, 30 to 44 minutes, 45 to 59 minutes, 60 to 74 minutes, 75 to 89 minutes, 90 or more minutes, and work from home.
### A.4 MSA-level results

Table A.1: Changes in residents, jobs, and floorspaces prices for 100 largest MSAs

<table>
<thead>
<tr>
<th>MSA</th>
<th>Change in residents</th>
<th>Change in jobs</th>
<th>Change in floorspace prices</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All workers</strong></td>
<td>% '000</td>
<td>% '000</td>
<td>% '000</td>
</tr>
<tr>
<td><strong>On-site</strong></td>
<td>-3.5</td>
<td>-3.5</td>
<td>-3.5</td>
</tr>
<tr>
<td><strong>Remote</strong></td>
<td>-3.5</td>
<td>-3.5</td>
<td>-3.5</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td>-7.0</td>
<td>-7.0</td>
<td>-7.0</td>
</tr>
</tbody>
</table>

| New York-Newark-Jersey City, NY-NJ-PA    | -4.0 ± -3.9         | -989 ± 633    | -989 ± 633                 |
| Los Angeles-Long Beach-Anaheim, CA      | -3.4 ± -1.8         | -632 ± 448    | -632 ± 448                 |
| Chicago-Naperville-Elgin, IL-IN-WI      | -4.5 ± -2.0         | -503 ± 300    | -503 ± 300                 |
| Dallas-Fort Worth-Arlington, TX         | -4.7 ± -1.4         | -354 ± 207    | -354 ± 207                 |
| Philadelphia-Camden-Wilmington, PA-NJ-DE-MD | -3.0 ± -1.0     | -323 ± 205    | -323 ± 205                 |
| Houston-The Woodlands-Sugar Land, TX    | -5.3 ± -2.0         | -309 ± 165    | -309 ± 165                 |
| Boston-Cambridge-Newton, MA-NH          | -5.1 ± -1.1         | -281 ± 154    | -281 ± 154                 |
| Atlantic-Sandy Springs-Alpharetta, GA   | -4.2 ± -1.0         | -284 ± 180    | -284 ± 180                 |
| Miami-Fort Lauderdale-Pompano Beach, FL | -5.7 ± -2.0         | -261 ± 131    | -261 ± 131                 |
| San Francisco-Oakland-Berkeley, CA      | -3.4 ± -1.2         | -245 ± 173    | -245 ± 173                 |
| Washington-Arlington-Alexandria, DC-VA-MD-WV | -3.5 ± -1.4     | -226 ± 154    | -226 ± 154                 |
| Minneapolis-St. Paul-Bloomington, MN-WI | -4.5 ± -1.7         | -220 ± 136    | -220 ± 136                 |
| Phoenix-Mesa-Chandler, AZ               | -4.2 ± -1.0         | -223 ± 145    | -223 ± 145                 |
| Detroit-Warren-Dearborn, MI             | -4.7 ± -1.1         | -213 ± 126    | -213 ± 126                 |
| Seattle-Tacoma-Bellevue, WA             | -3.4 ± -0.9         | -208 ± 148    | -208 ± 148                 |
| Riverside-San Bernardino-Ontario, CA    | -1.4 ± -0.1         | -191 ± 373    | -191 ± 373                 |
| Denver-Aurora-Lakewood, CO              | -2.3 ± -1.2         | -165 ± 133    | -165 ± 133                 |
| Baltimore-Columbia-Towson, MD           | -3.2 ± -1.4         | -153 ± 110    | -153 ± 110                 |
| St. Louis, MO-IL                        | -4.4 ± -1.6         | -155 ± 97     | -155 ± 97                  |
| San Diego-Chula Vista-Carlsbad, CA      | -2.5 ± -1.0         | -150 ± 190    | -150 ± 190                 |
| Tampa-St. Petersburg-Clearwater, FL     | -5.0 ± -2.0         | -131 ± 75     | -131 ± 75                  |
| Pittsburgh, PA                          | -3.9 ± -0.9         | -133 ± 89     | -133 ± 89                  |
| Portland-Vancouver-Hillsboro, OR-WA     | -0.2 ± -1.0         | -141 ± 138    | -141 ± 138                 |
| Charlotte-Concord-Gastonia, NC-SC       | -3.4 ± -1.1         | -125 ± 86     | -125 ± 86                  |
| Cincinnati, OH-KY-IN                    | -0.4 ± -1.0         | -119 ± 118    | -119 ± 118                 |
| Kansas City, MO-KS                      | -4.5 ± -2.5         | -120 ± 75     | -120 ± 75                  |
| Cleveland-Elyria, OH                    | -3.5 ± -1.3         | -114 ± 80     | -114 ± 80                  |
| Orlando-Kissimmee-Sanford, FL           | -0.2 ± -1.0         | -114 ± 64     | -114 ± 64                  |
| Indianapolis-Carmel-Anderson, IN        | -1.3 ± -0.9         | -112 ± 65     | -112 ± 65                  |
| Columbus, OH                            | -1.4 ± -0.9         | -119 ± 70     | -119 ± 70                  |
| Las Vegas-Henderson-Paradise, NV        | -0.5 ± -0.5         | -120 ± 115    | -120 ± 115                 |
| San Antonio-New Braunfels, TX           | -4.3 ± -1.0         | -106 ± 88     | -106 ± 88                  |
| Sacramento-Roseville-Folsom, CA         | -3.1 ± -0.9         | -109 ± 136    | -109 ± 136                 |
| San Jose-Sunnyvale-Santa Clara, CA      | -4.2 ± -1.0         | -100 ± 63     | -100 ± 63                  |
| Nashville-Davidson-Murfreesboro-Franklin, TN | -3.7 ± -1.2     | -98 ± 69      | -98 ± 69                   |
| Austin-Round Rock-Georgetown, TX        | -5.3 ± -1.6         | -97 ± 54      | -97 ± 54                   |
| Providence-Warwick, RI-MA              | -3.8 ± -1.0         | -90 ± 60      | -90 ± 60                   |
| Milwaukee-Waukesha, WI                  | -5.3 ± -1.0         | -93 ± 51      | -93 ± 51                   |
| Virginia Beach-Norfolk-Newport News, VA-NC | -1.1 ± -0.5     | -79 ± 71      | -79 ± 71                   |
| Hartford-East Hartford-Middletown, CT   | -3.6 ± -0.5         | -71 ± 48      | -71 ± 48                   |
| Louisville/Jefferson County, KY-IN     | -4.3 ± -1.0         | -72 ± 46      | -72 ± 46                   |
| Memphis, TN-MS-AR                       | -2.5 ± -0.5         | -71 ± 56      | -71 ± 56                   |
| Oklahoma City, OK                       | -5.7 ± -1.5         | -70 ± 37      | -70 ± 37                   |
| Jacksonvillle, FL                       | -4.2 ± -1.4         | -70 ± 46      | -70 ± 46                   |
| Salt Lake City, UT                      | -2.6 ± -0.8         | -72 ± 57      | -72 ± 57                   |
| Raleigh-Cary, NC                        | -2.5 ± -1.0         | -69 ± 42      | -69 ± 42                   |
| Buffalo-Cheektowaga, NY                 | -1.5 ± -0.9         | -66 ± 39      | -66 ± 39                   |
| Richmond, VA                            | -2.4 ± -1.0         | -64 ± 51      | -64 ± 51                   |
| New Orleans-Metairie, LA                | -4.6 ± -1.5         | -61 ± 37      | -61 ± 37                   |
| Rochester, NY                           | -4.1 ± -0.8         | -63 ± 42      | -63 ± 42                   |
| Worcester, MA-CT                        | -2.3 ± -0.6         | -52 ± 41      | -52 ± 41                   |
| Omaha-Council Bluffs, NE-IA             | -4.2 ± -0.6         | -58 ± 38      | -58 ± 38                   |
| Birmingham-Hoover, AL                   | -2.8 ± -0.7         | -57 ± 44      | -57 ± 44                   |
| Grand Rapids-Kentwood, MI               | -3.1 ± -0.9         | -56 ± 41      | -56 ± 41                   |
| Tulsa, OK                               | -2.7 ± -0.9         | -55 ± 40      | -55 ± 40                   |
| Bridgeport-Stamford-Norwalk, CT         | -1.5 ± -0.5         | -46 ± 39      | -46 ± 39                   |
| New Haven-Milford, CT                   | -2.5 ± -0.7         | -47 ± 36      | -47 ± 36                   |
Table A.2: Changes in residents, jobs, and floorspace prices for 100 largest MSAs (cont’d)

<table>
<thead>
<tr>
<th>MSA</th>
<th>Change in residents</th>
<th>Change in jobs</th>
<th>Change in floorspace prices, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all workers (%)</td>
<td>on-site (%)</td>
<td>remote (%)</td>
</tr>
<tr>
<td></td>
<td>'000</td>
<td>'000</td>
<td>'000</td>
</tr>
<tr>
<td>Allentown-Bethlehem-Easton, PA-NJ</td>
<td>-0.3 -1</td>
<td>-45 43</td>
<td>0.1 0</td>
</tr>
<tr>
<td>Albany-Schenectady-Troy, NY</td>
<td>-2.8 -11</td>
<td>-49 37</td>
<td>-0.6 -2</td>
</tr>
<tr>
<td>Greenville-Anderson, SC</td>
<td>-2.2 -8</td>
<td>-45 37</td>
<td>-1.2 -5</td>
</tr>
<tr>
<td>Baton Rouge, LA</td>
<td>-5.4 -20</td>
<td>-45 25</td>
<td>7.7 32</td>
</tr>
<tr>
<td>Albuquerque, NM</td>
<td>-6.3 -23</td>
<td>-46 22</td>
<td>3.7 15</td>
</tr>
<tr>
<td>Madison, WI</td>
<td>-1.7 -6</td>
<td>-41 35</td>
<td>-0.7 -3</td>
</tr>
<tr>
<td>Oxnard-Thousand Oaks-Ventura, CA</td>
<td>0.1 0</td>
<td>-41 42</td>
<td>-5.0 -13</td>
</tr>
<tr>
<td>Dayton-Kettering, OH</td>
<td>-3.2 -11</td>
<td>-40 29</td>
<td>0.1 0</td>
</tr>
<tr>
<td>Knoxville, TN</td>
<td>-1.0 -4</td>
<td>-43 40</td>
<td>-2.0 -7</td>
</tr>
<tr>
<td>Fresno, CA</td>
<td>8.0 27</td>
<td>-46 73</td>
<td>-9.8 -31</td>
</tr>
<tr>
<td>Columbia, SC</td>
<td>-3.7 -12</td>
<td>-41 29</td>
<td>2.0 8</td>
</tr>
<tr>
<td>Des Moines-West Des Moines, IA</td>
<td>-5.4 -18</td>
<td>-41 23</td>
<td>2.5 9</td>
</tr>
<tr>
<td>Springfield, MA</td>
<td>-1.3 -4</td>
<td>-37 33</td>
<td>1.1 3</td>
</tr>
<tr>
<td>Akron, OH</td>
<td>-3.4 -11</td>
<td>-38 27</td>
<td>-2.6 -9</td>
</tr>
<tr>
<td>Greensboro-High Point, NC</td>
<td>-2.1 -7</td>
<td>-38 32</td>
<td>-2.2 -8</td>
</tr>
<tr>
<td>Tucson, AZ</td>
<td>3.3 10</td>
<td>-44 54</td>
<td>-8.7 -27</td>
</tr>
<tr>
<td>Little Rock-North Little Rock-Conway, AR</td>
<td>-3.5 -11</td>
<td>-40 29</td>
<td>0.7 2</td>
</tr>
<tr>
<td>Poughkeepsie-Newburgh-Middletown, NY</td>
<td>2.1 6</td>
<td>-32 38</td>
<td>1.3 3</td>
</tr>
<tr>
<td>El Paso, TX</td>
<td>-5.1 -15</td>
<td>-38 23</td>
<td>-1.8 -6</td>
</tr>
<tr>
<td>Charleston-North Charleston, SC</td>
<td>-2.8 -8</td>
<td>-38 30</td>
<td>-1.3 -4</td>
</tr>
<tr>
<td>Toledo, OH</td>
<td>-1.8 -5</td>
<td>-33 28</td>
<td>1.5 4</td>
</tr>
<tr>
<td>Ogden-Clearfield, UT</td>
<td>0.3 1</td>
<td>-38 39</td>
<td>-7.5 -17</td>
</tr>
<tr>
<td>Winston-Salem, NC</td>
<td>-3.1 -9</td>
<td>-35 26</td>
<td>-0.1 -0</td>
</tr>
<tr>
<td>Boise City, ID</td>
<td>-3.4 -10</td>
<td>-38 29</td>
<td>-3.8 -11</td>
</tr>
<tr>
<td>Wichita, KS</td>
<td>-4.6 -13</td>
<td>-35 23</td>
<td>-0.2 -1</td>
</tr>
<tr>
<td>Stockton, CA</td>
<td>7.4 20</td>
<td>-31 51</td>
<td>-8.5 -18</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>12.6 34</td>
<td>-35 69</td>
<td>-7.5 -18</td>
</tr>
<tr>
<td>Syracuse, NY</td>
<td>-0.7 -2</td>
<td>-33 31</td>
<td>-3.0 -8</td>
</tr>
<tr>
<td>Portland-South Portland, ME</td>
<td>-1.5 -4</td>
<td>-32 28</td>
<td>0.1 0</td>
</tr>
<tr>
<td>Harrisburg-Carlisle, PA</td>
<td>-3.3 -9</td>
<td>-30 22</td>
<td>3.7 13</td>
</tr>
<tr>
<td>Durham-Chapel Hill, NC</td>
<td>-3.9 -10</td>
<td>-31 21</td>
<td>0.2 1</td>
</tr>
<tr>
<td>Lancaster, PA</td>
<td>-4.2 -11</td>
<td>-30 19</td>
<td>4.1 10</td>
</tr>
<tr>
<td>North Port-Sarasota-Bradenton, FL</td>
<td>-4.4 -11</td>
<td>-30 19</td>
<td>5.9 14</td>
</tr>
<tr>
<td>Jackson, MS</td>
<td>-2.2 -6</td>
<td>-31 26</td>
<td>1.7 5</td>
</tr>
<tr>
<td>Scranton–Wilkes-Barre, PA</td>
<td>1.2 3</td>
<td>-30 33</td>
<td>0.2 1</td>
</tr>
<tr>
<td>Provo-Orem, UT</td>
<td>1.0 2</td>
<td>-32 35</td>
<td>-7.2 -15</td>
</tr>
<tr>
<td>McAllen-Edinburg-Mission, TX</td>
<td>2.3 6</td>
<td>-33 38</td>
<td>-9.0 -22</td>
</tr>
<tr>
<td>Lakeland-Winter Haven, FL</td>
<td>-3.8 -9</td>
<td>-28 19</td>
<td>2.3 5</td>
</tr>
<tr>
<td>Youngstown-Warren-Boardman, OH-PA</td>
<td>2.7 -6</td>
<td>-28 22</td>
<td>2.9 7</td>
</tr>
<tr>
<td>Lansing-East Lansing, MI</td>
<td>-1.3 -3</td>
<td>-28 25</td>
<td>-0.3 -1</td>
</tr>
<tr>
<td>Lexington-Fayette, KY</td>
<td>-2.8 -6</td>
<td>-28 21</td>
<td>1.5 4</td>
</tr>
<tr>
<td>Manchester-Nashua, NH</td>
<td>-3.6 -8</td>
<td>-26 18</td>
<td>1.5 3</td>
</tr>
<tr>
<td>Deltona-Daytona Beach-Ormond Beach, FL</td>
<td>-2.8 -6</td>
<td>-27 21</td>
<td>3.3 6</td>
</tr>
</tbody>
</table>

Note: This table shows the counterfactual change in total, on-site, and remote employment by residence and workplace, as well as floorspace prices, for the 100 largest commuting zones. Since a given worker can provide on-site and remote labor at the same time, changes in employment represent changes in total, on-site, and remote work.
A.5 Counterfactual Results with Agglomeration Effects

Figure A.1: Change in Residents

Panel (a): model locations

Panel (b): metropolitan areas
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Note: These scatterplots show the relationship between the benchmark residential density and the counterfactual change in log density. Panel (a) shows this relationship for model locations, panel (b) shows this relationship for metropolitan areas. “Elasticity” is the coefficient of the OLS regression of the counterfactual change on the benchmark level.

Figure A.2: Change in Employment

Panel (a): model locations

Panel (b): metropolitan areas

Log employment density

Counterfactual change

Benchmark level

-0.5
0
0.5
1
1.5
2

Log number of workers

Counterfactual change

Benchmark level

-0.5
0
0.5
1
1.5
2

Note: These scatterplots show the relationship between the benchmark employment density and the counterfactual change in log density. Panel (a) shows this relationship for model locations, panel (b) shows this relationship for metropolitan areas. “Elasticity” is the coefficient of the OLS regression of the counterfactual change on the benchmark level.
Figure A.3: Floorspace prices

Panel (a): model locations

Panel (b): metropolitan areas

Note: These scatterplots show the relationship between the benchmark log floorspace prices and the counterfactual change in log floorspace prices. “Elasticity” is the coefficient of the OLS regression of the variable on the vertical axis on the variable on the horizontal axis.

Figure A.4: Wages

Panel (a): model locations

Panel (b): metropolitan areas

Note: Panel (a) show the relationship between the benchmark log wages of commuters at the place of work, $\bar{w}_C^j$, and the counterfactual change in log wages. Panel (b) shows this relationship for wages at the place of residence, $\bar{w}_R$. “Elasticity” is the coefficient of the OLS regression of the variable on the vertical axis on the variable on the horizontal axis.
Figure A.5: Density of residents

Panel (a): United States, relative changes

Panel (b): United States, absolute changes

Panel (c): Los Angeles, relative changes

Panel (d): New York, relative changes

Panel (e): Los Angeles, absolute changes

Panel (f): New York, absolute changes
Figure A.6: Density of workers

Panel (a): United States, relative changes

Panel (b): United States, absolute changes

Panel (c): Los Angeles, relative changes

Panel (d): New York, relative changes

Panel (e): Los Angeles, absolute changes

Panel (f): New York, absolute changes
Figure A.7: Real Estate Prices

Panel (a): United States, percentage changes

Panel (b): Los Angeles, percentage changes

Panel (c): New York, percentage changes
A.6 Additional Figures and Tables

Figure A.8: Commuting flows and employment, model vs data

Panel (a)  Panel (b)  Panel (c)

Note: These scatterplots show the relationship between commuting flows in panel (a), employment by residence in panel (b), and employment by workplace in panel (c) in the LODES data and their counterparts in the model. The dashed line is the 45-degree line.